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1 Introduction

Quantum computing is often lauded for its potential to greatly speed up to solutions to
known problems. Although successes such as Shor’s algorithm and Grover’s algorithm [3]
prove that quantum computing can accomplish what is classically impossible, it has proven
hard to generalize or innovate new such quantum computing techniques. There is thus
something to be said for exploring the application of these known quantum algorithms to
classically hard problems.

In this paper, we show how Grover’s algorithm can be applied to solve the Boolean
unique k-satisfiability problem (Unique-k-SAT): the problem of finding the unique satisfying
assignment to a formula in conjunctive normal form (CNF), where each clause contains at
most k of n Boolean variables. This problem is known to be NP-complete. We find that
applying Grover’s algorithm solves Unique-k-SAT with the competitive asymptotic running
time of O(2n/2), which is competitive with the current best runtime for deterministic and
randomized solution in the case where k = 3 of O(1.307n) [7], and does better than the best
known classical runtime for k = 4 of O(1.46981n) [4].

This paper will assume basic knowledge of computational complexity, as well as some
familiarity with quantum computing: the quantum circuit model and the Hadamard and
CNOT gates in particular. A good introduction to these topics can be found in the seminal
book of Nielsen and Chuang [5].

2 Unique-k-SAT

2.1 The problem

The general SAT problem is as follows. Given are n Boolean variables x1, . . . , xn, and a
formula

f(x1, . . . , xn) = (a1,1x1 ∨ · · · ∨ a1,nxn) ∧ · · · ∧ (am,1x1 ∨ · · · ∨ am,nxn), (1)

where by ai,j ∈ {−1, 0, 1} we denote that in each clause i (i.e. the each disjunction contained
in parentheses as written above) each variable xi may appear negated, not negated, or
not at all. (This is a slight abuse of notation, since if ai,j = 0, then simply replacing
ai,jxi = 0 = false into the formula will not give the correct result, but it gets the idea
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across.) Each ai,jxi where ai,j 6= 0 — either a variable or its negation — is called a literal.
The formula f is thus the conjunction of m clauses, each of which are disjunctions of at
most n literals, and is therefore said to be in conjunctive normal form. The SAT problem
is that of determining whether there is an assignment to the variables x1, . . . , xn such that
f(x1, . . . , xn) evaluates to true.

In the k-SAT problem, each clause is limited to being a disjunction of at most k literals.
In this paper, we will focus on the Unique-k-SAT problem, in which we are promised that
the formula in uniquely satisfiable — that is, that f is true only for one set of values of
x1, . . . , xn. The problem is this case is that of finding the satisfying assignment.

2.2 Classical solutions

The naive solution to the Unique-k-SAT problem would be to simply iterate through all
possible variable assignments until the satisfying assignment is found. As each variable in
an assignment may be either true or false, there are 2n such assignments, and this algorithm
will thus take O(2n) time.

More advanced solutions are beyond the scope of this paper, although we will stop here
to mention that the seminal 1998 result of Paturi, Pudlak, Saks, and Zane [6] has been
improved upon recently to produce a deterministic solution to the Unique-3-SAT solution
that runs in O(1.307n) time [7], as well as a probabilistic solution to the 4-SAT that runs in
O(1.46981n) time [4].

3 Grover’s Algorithm

Grover’s algorithm was introduced in 1996 by Grover, who published it as “A fast quantum
mechanical algorithm for database search” [3]. We will present a brief overview of the
algorithm here, as well as a note on an often overlooked challenge one must solve to efficiently
apply the algorithm in practice.

3.1 The problem Grover’s solves

Although Grover himself described his algorithm as a kind of quantum database search,
this view may obfuscate some aspects of what the algorithm actually does. In particular,
given a function evaluatable on a quantum computer f : X → Y where |X| = N , and a
y ∈ Y , Grover’s algorithm finds with high probability x∗ ∈ X such that f(x∗) = y in runtime
O(N1/2).

What does it mean for f to be “evaluatable on a quantum computer?” Traditionally,
for the purposes of Grover’s algorithm we consider f to be a black-box, whose function
is unknown. In the quantum circuit model, we are given a control gate Uf implementing
|x〉 |y〉 7→ |x〉 |y ⊕ 1{f(x) = y}〉. This allows us to evaluate f on x by using an ancilla bit
(an “extra” qubit initialized to |0〉), by evaluating Uf |x〉 |0〉 = |x〉 |1{f(x) = y}〉.
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3.2 The algorithm

This section’s purpose is to provide a description of the algorithm, and sketch how it is
that Grover’s algorithm achieves the desired result under some guarantees. The circuit for
Grover’s algorithm is as follows.

|0n〉 H⊗n
Uf

H⊗n 2 |0n〉 〈0n| − In H⊗n · · ·
|1〉 H

Note that here, n = log2N , such that the number of qubits on the first line is sufficient to
represent all N elements of X with unique binary indices. The combination of gates on the
top line following the Uf gate is called the Grover diffusion operator, for reasons that will

become clear. The combination of the Uf gate and the diffusion operator is repeated πN1/2

4

times, which is why the algorithm runs in O(N1/2) time.
The purpose of the first H⊗n gate on top line is to put the inputs to Uf in the uniform

superposition

H⊗n |0n〉 =
1√
N

∑
x∈X

|x〉 . (2)

The purpose of the Hadamard gate on the second line is more subtle. Recall that

H |1〉 =
|0〉 − |1〉√

2
= |−〉 . (3)

Thus, supposing that instead of a superposition the first line into Uf were just some |x〉, the
output of Uf would be

Uf |x〉 |−〉 =
1√
2
Uf |x〉 |0〉 −

1√
2
Uf |x〉 |1〉 (4)

=
1√
2
Uf |x〉 |f(x)〉 − 1√

2
Uf |x〉 |1⊕ 1{f(x) = y}〉 (5)

=

{
1√
2
|x〉 |1〉 − 1√

2
|x〉 |0〉 = − |x〉 |−〉 if f(x) = y

1√
2
|x〉 |0〉 − 1√

2
|x〉 |1〉 = |x〉 |−〉 if f(x) 6= y.

(6)

This is, Uf inverts the amplitude of the state x such that f(x) = y. Note that since we are
guaranteed that the second input to Uf is |−〉, we may consider Uf restricted to the first
qubit line, in which case we can write it as the operator

Uf = I − 2 |x∗〉〈x∗| , (7)

recalling that x∗ is the element of X such that f(x∗) = y. Since the input to Uf is the
uniform superposition in (2), rather than just one state |x〉, the actual state of the system
after Uf is a superposition where the probability of any x ∈ X is the same, but where the
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amplitude of the x such that f(x) = y is negative, which we see by plugging in the state of
the first qubit line from (2):

Uf
1√
N

∑
x∈X

|x〉 =
1√
N

∑
x∈X

(I − 2 |x∗〉〈x∗|) |x〉 (8)

= − 2√
N
|x∗〉+

1√
N

∑
x∈X

|x〉 (9)

= − 1√
N
|x∗〉+

1√
N

∑
x 6=x∗
|x〉 . (10)

In order to understand the Grover diffusion operator, we will name the uniform super-
position over all states in (2) to be |s〉

|s〉 =
1√
N

∑
x∈X

|x〉 , (11)

noting that then the circuit above can be rewritten as below.

|0n〉 H⊗n
Uf

2 |s〉〈s| − In · · ·
|1〉 H

This follows from the simple calculation that the diffusion operator can be written

H⊗n(2 |0n〉〈0n| − I)H⊗n = 2H⊗n |0n〉〈0n|H⊗n −H⊗nIH⊗n = 2 |s〉〈s| − I. (12)

Applying the diffusion operator to the output of Uf gives us the result of one iteration of
Grover’s algorithm:

(2 |s〉〈s| − I)

(
−1√
N

+
1√
N

∑
x 6=x∗
|x〉

)
= (2 |s〉〈s| − I)(|s〉 − 2√

N
|x∗〉) (13)

= 2 |s〉 − |s〉 − 4

N
|s〉+

√
2

N
|x∗〉 (14)

=
N − 4

N
|s〉+

√
2

N
|x∗〉 , (15)

where we note that 〈s|x∗〉 = 1√
N

. Thus, the probability of obtaining |x∗〉 on measurement
of the first line increases with an iteration of Grover’s algorithm. While we will not prove
it here — as it is not the focus of this paper — this probability increases until the error
probability is O( 1

N
) in πN1/2

4
such iterations.

3.3 Oracle construction

One often overlooked detail required to use Grover’s algorithm in practice is the implemen-
tation of the oracle Uf , as pedagogic literature often leaves it at “black box,” a fact which
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leads [9] to criticize the eagerness to claim that Grover’s and similar algorithms efficiently
solve hard problems. This concern is not misplaced. Imagine it were hard, in a strict sense,
to implement the oracle. Perhaps constructing the oracle “gate” from some given function
requires checking how the function operates on each possible input. Then constructing the
oracle is as hard as solving the problem, and Grover’s algorithm gets us nowhere. In practice,
techniques exist for implementing oracles given a classical circuit implementing the oracle,
which we will apply to constructing the oracle for our problem.

4 Applying Grover’s Algorithm

4.1 Representing the problem

The representation of k-SAT for Grover’s algorithm is intuitive: for each Boolean variable
x1, . . . , xn, we have one qubit. In fact, initializing these each of qubits to |0〉, we get the
these Boolean variables are represented exactly by the first qubit line in the circuit diagram
above, initialized to |0n〉. With a correct implementation of the oracle, measuring this line
gives a assignment of 0 or 1 to each qubit, that is to each Boolean variable, which is with
high probability the satisfying assignment.

4.2 Constructing the oracle

To apply Grover’s algorithm, it remains to show how to construct the oracle gate Uf from
the CNF formula f . Recall that being in CNF, f is a conjunction of m clauses, where each
clause is a disjunction of at most k literals. It is this natural to have an ancilla qubit for
each clause, m total “clause bits.” We will construct a series of NOT and CNOT gates (how
exactly we will discuss shortly), which, supposing our input to Uf had only qubits in the pure
states |0〉 or |1〉, would set each such ancilla qubit to be 1 if its respective clause is satisfied
by the given inputs. Since f is the conjunction of these clauses, we will simply CNOT to
the output ancilla qubit — the second qubit line in the circuit above — as controlled by our
clause qubits. This gives us the following circuit for Uf so far, where |s〉 and |−〉 correspond
to the first and second qubit lines as prepared before the first application of Uf in the circuit
diagram above.

|s〉 clause1

· · ·

clausem

|0〉1 •
...

|0〉m •
|−〉

It thus remains to show how to set the m clause qubits. Note that we will also have to
“uncompute” the clause bits and the input |s〉, i.e. return them to their input states |0m〉
and |s〉, so as to correctly (and reversibly) implement Uf . This, however, will not be hard!
Turning our attention to the clauses, we recall that each clause ci is a disjunction of at p ≤ k
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literals

ci = l1 ∨ · · · ∨ lp. (16)

However, disjunctions are not obviously amenable to quantum computation, as they are not
reversible. To overcome this, we recall that by De Morgan’s Law

ci = ¬(¬l1 ∧ · · · ∧ ¬lp). (17)

Thus, the clause’s truth value is just the negation of the CNOT gate applied to the literals’
negations. Thus, we proceed as follows. Since each literal is either a variable or its negation,
we simply set each qubits corresponding to variables in the clause to be negated if the literal
in negated in the clause. We then negate all these “literal-valued qubits,” use these as
controls for CNOT with the target on the correct clause qubit, then negate the result at
the clause qubit. Finally to uncompute, we perform the inverse of CNOT for each clause,
which is just the same CNOT, and then we negate once more all the qubits corresponding
to variables in the clause, then negate again each qubit whose literal was the negation of
its variable. Note that we can make the optimization of simply not negating the each qubit
whose variable’s literal is the negation of that variable.

The above procedure is certainly convoluted, but in practice it is a simple pattern, and
so is best explained by example. Suppose our formula were:

f = (x2 ∨ x3) ∧ (¬x1 ∨ ¬x2) ∧ (x1 ∨ ¬x3). (18)

Then following the procedure above, our Uf gate would have the following circuit.

|x1〉 • X • X X • X •

|x2〉 X • X X • X

|x3〉 X • X • • • • X • X

|0〉1 X • X

|0〉2 X • X

|0〉3 X • X

|−〉

Note first how this circuit is symmetric about the point where we CNOT onto the |−〉
“output qubit.” The circuit after this point is clearly just the uncomputation, setting the
input to its initial state (but, recall that in the full Grover’s circuit, the amplitude of will
be x∗ negated). We now explain the gates before this point of symmetry. Since in the first
clause x2 and x3 are not negated, by (17) we must negate then before using the CNOT to
set the clause bit for clause 1. Also per (17), we negate this clause bit after the CNOT. In
clause 2, both x1 and x2 are negated, so we do not need to negate their qubit lines. This is
since the negation of their literals in the clause (the literals being themselves the negations
of the variables) are just the variables. We then apply the CNOT and negate the result at
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the clause 2 qubit. For clause 3, we only need to negate the qubit line for x1, since x3 is
already negated in the clause.

Thus using the procedure outlined above, we have shown how to construct the correct
Uf gate. The astute reader, however, will notice that clauses of more then two literals
with require CNOT gates controlled by more than two qubits. While these are not part of
the “standard repertoire” of quantum gates, and constructing them explicitly is beyond the
scope of this paper, it is in fact possible to construct a k-controlled-NOT gate with only
k − 1 additional ancillae [8]. Thus, the for a formula f of m clauses, the oracle Uf can
be constructed using only m + k − 1 additional ancillae. Thus, our application of Grover’s
algorithm is efficient not only in runtime, but in space, with space usage being polynomial
in the formula size.

4.3 Quantum speedup

As stated previously, the runtime of our Grover’s algorithm solution to Unique-k-SAT runs
time O(2n/2) ≈ O(1.414n). This is comparable to the O(1.307n) runtime for solution to
Unique-3-SAT [7], and improves upon the best known runtime of classical algorithm for
4-SAT of O(1.46981n) [4].

5 Conclusion

The technique outlined here is by no means a novel idea, although this paper did take pe-
culiar care in construction of the oracle. Other, more sophisticated applications of Grover’s
algorithm and similar techniques to SAT problems include [2] and [1]. Since finding a sat-
isfying assignment is the same as showing that f is satisfiable, it would be interesting to
extend the result above to that of checking whether a formula is satisfiable, as in general
k-SAT. We expect that this should be natural, and that only the analysis would become
slightly more complex, as Grover’s algorithm can be extended to cases in which more than
one solution exist.
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